
Handling Bug Bounty from 
a Blue Team’s Perspective

Disclaimer: This presentation is for educational purposes only. Opinions or points of view expressed in this presentation represent the view of the presenter, and does not necessarily 
represent the official position or policies of the Razorpay . Nothing in this presentation constitutes legal advice. 





Story Time

[7:00 PM]

5 app teams notify us of increased 4xx, 5xx

[10:00PM] - ERRORS INCREASE

12 app teams report increased 4xx/5xx errors

[09:00 AM NEXT MORNING]

23 app teams have experienced spike in errors





















Quantifying the traffic

Approximate 
number of domains

Approximate 
number of domains

Approximate 
number of domains

500

~10k

~5k

Therefore, total spike in traffic 
due to bug bounty alone 

(considering all public domains 
are covered by the bug bounty 
researchers) :

 

500*10k*5k= 
2.5x10^10 requests 



Not good news for our microservices..





Can we do something to prevent this?



Availability is key 

Good experience for BB Hunters

Ensure correct categorization of legitimate, bounty and 
suspicious traffic 

Automated framework & self-serve dashboards

Guiding Principles



All Traffic Core Logger (SumoLogic)

Suspcicious TrafficThreat Intel + AWS WAF + Signatures

Bad BB TrafficSignatures

Good BB TrafficHeaders/Emails
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1 DETECT
a. Alert on error 
volume 
b. Blocking at the 
WAF

2 FINGERPRINT/
IDENTIFY
a. Identify if this is
BB traffic
b. Fingerprint the
actor

3 REMEDIATE

a. Throttle the
attacker
b. Block the attacker

Security Blue Team : Basics

The group responsible for 
defending an enterprise’s use 
of information systems by 
maintaining its security 
posture against adversaries



Phase 2 : Identify

Compliant Bounty Hunters
Custom Email and HTTP headers

Divergent Bounty Hunters
Attack payload based recognition
Database of researcher fingerprints

Phase 3 : Remediate

Remediation is done at WAF 
Compliant Bounty Hunters

No restriction
Internal communication to Incident 
Response team 

Divergent Bounty Hunters
Throttle/Block

Phase 2 & 3 - Identify & Remediate



Decision flow for all scenarios

Detailed Run-books with remediation steps

Self serve realtime dashboard of Bug Bounty Traffic

Automation of Identify Phase



Tool - SumoLogic

Microservice error traffic (upper graph)
Bug Bounty traffic (bottom graph)

Based on Headers, Email
Attack payloads
IPs

Superimpose the 2 graphs for a quick 
identification 
If 2 peaks are seen at same time => BB 
traffic

Automation of Identify Phase (Contd.)



Tool - SumoLogic, AWS WAF

Blue teamer analyses the BB traffic
If attacker or bad bug bounty hunter

Throttle the IP
Block the IP

Blue teamer adds the IP to the Sumologic
Throttle or Block IP Set

Automation of Remediation Phase



Tool - SumoLogic, AWS WAF

SumoLogic <->AWS WAF Automation        
 Framework
Blueteamer adds/removes IPs from the 
Sumologic IPset 

Script keeps the Sumologic IP List & WAF 
IPset in sync

Sumologic Scheduled View pushes the 
IPs from Sumo -> S3 bucket
Script pushes IPs from S3 -> AWS WAF

Automation of Remediation Phase (Contd.)



The Final Confluence



Lessons Learned

Continuous Feedback - It is an ongoing process

Block at the outermost layer Limit - Apply WAF rules

Store payload patterns & researcher fingerprints



Key Takeaways

Identify your scope: What/where/how long/latency of logging

Think like an attacker : A good blue team defence strategy is to look from the lens 
of an attacker (and possibly be one!)

Focusing on automation frameworks/ self-serve dashboards






